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ABSTRACT

EyeGrip proposes a novel and yet simple technique of
analysing eye movements for automatically detecting the
users objects of interest in a sequence of visual stimuli mov-
ing horizontally or vertically in front of the user’s view. We
assess the viability of this technique in a scenario where the
user looks at a sequence of images moving horizontally on
the display while the user’s eye movements are tracked by
an eye tracker. We conducted an experiment that shows the
performance of the proposed approach. We also investigated
the influence of the speed and maximum number of visible
images in the screen, on the accuracy of EyeGrip. Based on
the experiment results, we propose guidelines for designing
EyeGrip-based interfaces. EyeGrip can be considered as an
implicit gaze interaction technique with potential use in broad
range of applications such as large screens, mobile devices
and eyewear computers. In this paper, we demonstrate the
rich capabilities of EyeGrip with two example applications:
1) a mind reading game, and 2) a picture selection system.
Our study shows that by selecting an appropriate speed and
maximum number of visible images in the screen the pro-
posed method can be used in a fast scrolling task where the
system accurately (87%) detects the moving images that are
visually appealing to the user, stops the scrolling and brings
the item(s) of interest back to the screen.
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INTRODUCTION

We are living in the digital information age where compa-
nies, organizations, and even end users are producing an enor-
mous and rapidly growing flow of digital information. Users
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Figure 1. EyGrip technique to detect an object of interest among hori-
zontally moving images

of Internet applications such as social networks have already
been overloaded by tremendous amount of digital informa-
tion ranged from textual to graphical contents. This has re-
sulted in us to make our browsing more efficient by quickly
moving our eyes across the contents and picking the contents
that seem more interesting to us. The fact that our brain pro-
cesses images significantly faster than text [4] might be one
of the reasons of why we are often more engaged with images
than textual information and why viewing pictures is among
the most popular functions in social networks such as Face-
book [19].

When people are browsing their Facebook ! page on their
mobile device, it’s often that they quickly scan the Newsfeed
by scrolling down or up the Facebook page until they find
some interesting information. However, scrolling for navi-
gation on small-screen devices has its own usability and in-
efficiency problems [9]. The three steps of a) scrolling, b)
stopping the page, and c) bringing the desired content back to
the display by scrolling back up are the main parts of brows-
ing the contents. We go through the same steps when we
search for a particular image in our photo gallery. Our ability
to rapidly scan and process the visual cues that are quickly
moving across our eyes, enables us to speed up the scrolling
task. However, the third step (bringing the desired content
back) can be a cumbersome task for users in a fast scrolling
task since it requires a very high coordination between eyes,
brain and our motor control system (e.g. touching the display
with our fingers). Finding the target image that has gone out
of the screen during a fast scrolling is not always easy and it
sets a limitation to how fast the scrolling can be done.

Iwww.facebook.com
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This paper proposes the EyeGrip method that enables com-
puter systems to automatically detect the moving content that
seems to be interesting for a user by monitoring and analysing
the user’s eye movements. Depending on the application,
such systems can for example tag the content of interest in
a series of scrolling contents or they can immediately re-
act by stopping the content of interest in front of the user’s
view. EyeGrip provides an attentive scrolling mechanism
which analyses the user’s natural eye movements (Optoki-
netic Nystagmus) subtly in the background and it does not
require any explicit command from the user or any change in
their gaze behavior. Optokinetic Nystagmus (OKN) is a type
of eye movement that occurs when a person tracks a moving
field. OKN stabilizes images on the retina while viewing a
sequence of moving objects. OKN has a sawtooth-like pat-
tern that consists of alternating pursuit movements made in
the direction of stimulus (slow phase) followed by saccacdes
(fast phases). Generally, two forms of OKN have been de-
scribed in the literature [26]. One is called Stare OKN which
is a reflexive response that occurs when a viewer passively
follows a moving visual field [16] and the other one is called
Look OKN when a viewer voluntarily tracks moving stimulus
in the visual field.

The principle behind the EyeGrip method is to analyze the
combination of the saccades and smooth pursuits in the OKN
eye movements to detect deviations in the OKN signal which
is related to the long smooth pursuits or slow phase in the
OKN eye movements (peaks in Figure 2). We used a machine
learning approach to detect these peaks by feeding a window
of the horizontal eye movement signal as a feature into the
WEKA classifier. As we discuss this further in the paper,
implementing EyeGrip does not necessarily require gaze es-
timation or any gaze calibration between the eye tracker and
the display. However, depending on what approach is used
for detecting a peak in the signal, we might need some algo-
rithm calibration (not gaze calibration) or a learning phase to
build a classifier as we did in our implementation.

In this paper, we show the feasibility of the EyeGrip method
by detecting the images of interest in an image scrolling ap-
plication. We further investigate the effect of two indepen-
dent variables on the accuracy of the classification through
a lab experiment. The first independent variable is speed of
scrolling, and the second one is maximum number of visible
images in a single frame. We manipulated the latter vari-
able by changing image width. Based on our findings from
the experiment, we propose some design guidelines for im-
plementing EyeGrip. Finally, to demonstrate the utility of
the EyeGrip technique in interactive systems, two follow up
usability studies have been presented: 1) a picture selection
application and 2) a mind reading game.

RELATED WORK

Gaze-based interaction

Using gaze as an input modality for computing devices has
long been a topic of interest in HCI community, and it is due
to the fact that humans naturally tend to direct eyes toward
the target of interest. Gaze can be used both as an explicit and
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implicit input modality. Implicit input are actions and behav-
iors of humans, which are done to achieve a goal and are not
primarily regarded as interaction with a computer, but cap-
tured, recognized, and interpreted by a computer system as
input [23]. While explicit input are our intended commands to
the system through mouse, keyboard, voice commands, body
gestures, and etc.

Gaze for explicit input

One of the most explored explicit ways of using gaze to inter-
act with computers is to use gaze as a direct pointing modality
instead of mouse in a target acquisition task [12]. The target
can be selected either by fixating the gaze for a while on a
particular area (dwell-time) [25] or using a mouse click [14].
However, controlling cursor with eye movements is limited
to pointing towards big targets due to the inaccuracy of gaze
tracking methods and subconscious jittery motions of the eyes
[29]. Eye-gesture is another explicit approach for gaze-based
interaction where user performs predefined eye-strokes [8].
Previous studies [3, 14] have shown that using gaze as an ex-
plicit input modality is not always a convenient method for
users. In fact, overloading eyes as humans’ perceptual chan-
nel with a motor control task is not convenient [29].

Gaze for implicit input

In implicit method of using gaze in user interface design, nat-
ural movements of the eyes can be used to detect context, for
example looking at certain objects in an environment can re-
veal interest of humans to those objects [17]. Gaze can also
be used to infer about user’s behaviour, for instance which
objects attracts user attention during an everyday activity like
cooking [20]. Another example of using gaze as an implicit
input is to detect user’s attention point and react to the users
eye contact [24], or adapt user interface behavior [11] accord-
ingly. The gaze data can also be used indirectly for interaction
purposes [29, 13, 18, 28]. For instance, in the MAGIC point-
ing technique [29, 13], gaze data is used to move the cursor
as close as possible to the target. Mardanbegi et al. [18] pro-
posed a gaze-based interaction technique where the gaze data
is used indirectly for head-gesture recognition. The other rel-
evant work to our study is Pursuits interaction technique [28]
which enables users to select an object on the screen by cor-
relating eye pursuit movements with objects moving on the
screen. The accuracy of their proposed technique depends
on the difference of trajectories which means it fails to detect
uni-directional moving objects due to the similarity of the tra-
jectories in a uni-directional movement. On the contrary, our
proposed EyeGrip method enables computer devices to detect
the object of interest among uni-directional moving objects.
EyeGrip is an implicit way of using gaze since we do not ask
users to perform any kind of predefined eye-strokes or fixat-
ing on a particular target. The EyeGrip technique is based on
analyzing natural eye movements for automatically detecting
object of interest in a user interface.

Smooth pursuit recognition

The main part of our proposed approach is to automatically
detect a deviation in the OKN eye movements when a par-
ticular object grabs user’s attention. This deviation is related



Eye Tracking Applications

360 Peaks in the signal when something draws user’s attention

Pupil horizontal coordination (pixel)

20 Short smooth pursuits & saccadic movements

180
6000 7500 9000 10500 12000 13500 15000 16500 18000 19500 21000 22500 24000 25500 27000

Time (ms)

Figure 2. OKN signal generated from horizontal eye movements in a vi-
sual search task among uni-directional moving objects that move from
the right side of the screen to the left. 1- Short smooth pursuit move-
ments when eyes are scanning pictures, 2- Short saccade after a short
pursuit when eyes are about to scan the next picture, 3- Long smooth
pursuit (which may be supplemented by saccadic movements for fast
moving objects) when an object draws user’s attention, 4- Long saccade
that takes the gaze back to the right area of the screen

to the slow phase of the OKN which is basically a combina-
tion of long smooth pursuits and saccadic movements. To the
best of our knowledge this is the first study on using OKN in
HCI. In the earlier studies, Kalman filters was used to pro-
cess smooth pursuits [5, 1] while more recent works have an-
alyzed both dispersion and velocity of the signal to classify
smooth pursuits [21, 15]. Vidal and et al. [27] used a ma-
chine learning-based approach to detect pursuits by analyzing
a combination of different features. In this study, we also use
a machine learning algorithm to recognize patterns in the eye
movement data. However, in contrast to the Pursuits [21, 15]
method, we just use a single feature for classification. Our
approach is explained in the next section.

THE EYEGRIP METHOD

When an object catches our visual attention, the eyes try to
follow that moving object closely. This type of eye move-
ments is called smooth pursuit. In contrast to other types of
eye movements such as saccades and micro-saccades and also
fixations that occur between saccades, pursuit parameters are
generally more difficult to measure and are not as stereotyped
as saccades [15]. Smooth pursuit consists of two phases:
initiation and maintenance. Measures of initiation parame-
ters can reveal information about the visual motion process-
ing that is necessary for pursuit. Maintenance involves the
construction of an internal, mental, representation of target
motion which is used to update and enhance pursuit perfor-
mance.

When we look at a series of linearly moving images, and we
search for a particular image, our eyes perform a combina-
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tion of saccadic and smooth pursuit movements (OKN). The
smooth pursuit movements are relatively short when our eyes
do not see an interesting image. As soon as an image draws
user’s attention, the maintenance phase of the smooth pur-
suit movement gets longer. In the EyeGrip technique, we ex-
ploit the difference between smooth pursuit lengths when the
eyes are looking for an interesting object and when an object
catches user’s attention. In a visual search task among a series
of uni-directional moving images, the viewer’s eyes mainly
move in the same direction as the moving contents. If we
record the amplitude of the user’s horizontal eye movements
while looking at a series of moving images in the horizontal
direction on the display, the generated signal looks like Fig-
ure 2 that illustrates a sawtooth like OKN signal. This figure
shows the short saccadic and smooth pursuit eye movements
that happen in a visual search task. The longer smooth pursuit
movements occur when an object draws users’ attention. In
this phase of the visual search task (slow phase in OKN), eyes
follow the object of interest for a longer time which generates
a peak (deviation) in the signal. By detecting the moment
and location of this peak (deviation), we are able to detect the
object of interest among other moving objects.

We used a machine learning approach (Multilayer perceptron
classifier) to detect these peaks by feeding a window of the
horizontal eye movement signal as a feature into the WEKA
classifier. To generate the OKN signal, we only need to detect
eye movements which means there is no need for any gaze
estimation or gaze calibration. In our experiment, we used a
camera-based eye tracker to detect eye movements; however,
to generate the OKN signal it is also possible to use other eye
tracking methods such as Electrooculography (EOG) [6]. In
our implementation, the classifier needs to be trained first. We
collected training data from 15 participants in the experiment,
and we used the same trained classifier for new participants in
the follow up usability studies without adding any new train-
ing data. Since the accuracy of EyeGrip in the both usability
studies for unseen data remained in the same range as the ac-
curacy of EyeGrip in the experiment, we can conclude that
the EyeGrip does not necessarily need any training phase for
new users.

EXPERIMENTAL DESIGN

To characterise the eye movements in different conditions
and investigate the accuracy of different algorithms, we con-
ducted an experiment with two independent variables: 1) the
speed of scrolling, and 2) the maximum number of images
visible in the view-port (visible part of the sequence on the
screen). To manipulate the maximum number of visible im-
ages, we can change either the size of the view-port, offset
between images, or image width. Assuming that the offset
between images and the width of the view-port are fixed, we
changed the image width to manipulate the maximum number
of images visible in the view-port. This means in some con-
ditions the images are squeezed (Figure 4 (a) and (b)) how-
ever, since humans are extremely good in detecting faces even
when they are deformed, we believe slightly squeezing im-
ages by only changing the image width has not a considerable
effect on the recognition rate.
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Con Speed Image width
1 Slow (1400 pixel/s ~ 26.5°/s) | Small (480 pixels)
2 | Slow (1400 pixel/s ~ 26.5°/s) | Big (960 pixels)
3 Med (2000 pixel/s =~ 37.5°/s) | Small (480 pixels)
4 Med (2000 pixel/s ~ 37.5°/s) | Big (960 pixels)
5 Fast (2600 pixel/s =~ 49°/s) | Small (480 pixels)
6 Fast (2600 pixel/s ~ 49°/s) Big (960 pixels)

Table 1. 6 different conditions used in the experiment

The dependent variables in our experiment are: 1) accuracy
of the classification for detecting the moment when an image
draws users’ visual attention and 2) the error rate which is
defined as number of target images missed by the participants
divided by total number of target images.

Method

Participants

20 participants (mean age = 28, ranged from 20 to 56 years
old, and 2 females) were recruited among local university
staff and students to participate in the experiment. After pre-
processing the data we removed the data of 5 participants
which was not usable due to the inaccuracy of the eye de-
tection for them. All of the participants had perfect visual
acuity or wearing contact lens.

Apparatus

We used a home-made wearable monocular gaze tracker and
the open-source Haytham gaze tracking software 2 to record
the eye movement data (see Figure 4 (c)). The eye tracker
was set to track the left eye for all the participants without
considering the eye dominance. We assume that any possible
difference between the movements of the left and right eyes
will not be significant for our study. However, investigation
of whether left and right eyes move differently in OKN due
to the eye-dominance could be an interesting subject for the
future research. The accuracy of our eye tracker is about 1
degree, and the frequency of the sampling eye data is 20 Hz.
Although, in our experiment, we have not used the gaze data
provided by the software. In fact, we did not calibrate the
gaze tracker to calculate the gaze coordinate on the screen.
We developed an application to display a series of horizon-
tally moving images at a certain speed. The speed, direction,
and the size of the images in the screen can be adjusted in
the application. Both our gaze tracker software and the pic-
ture display application run on a HP laptop with a 8G RAM,
Corei7 processor with the speed of 2.6 GHz, and a display
with 1600 x 900 pixels resolution and 34.5 X 19.5 cm dimen-
sions. The viewing distance form the display is about 60cm.

Procedure

The experiment started with a short introduction to the pur-
pose of the experiment and the use of the apparatus. Then
participants were asked to wear the gaze tracker, and we con-
trolled if the gaze tracker is positioned appropriately in front
of the participant’s eye. Then each participant was asked to
complete the task in six different conditions. The task was
to look at a series of horizontally moving images of famous
people’s face (e.g. politicians, athletes, actors/actresses) on

Zhttp://eyeinfo.itu.dk
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Figure 3. Optokinetik Nystagmus pattern sampled for 4 extreme con-
ditions while viewing a set of scrolling images. W is defined as the size
of the image divided by the size of the display and S is defined as the
scrolling speed measured in degrees of visual field per second. The four
images show the OKN pattern for conditions A) {W = 0.2,S = 19°/s} B)
{(W=0.2,8 =50°/s} C) {(W=0.8,5 =19°/s} D) {W =0.8,5 =50°/s}

the screen and find the Bill Clinton’s picture as target im-
age. As soon as the participant recognizes Bill Clinton’s face
among other faces he/she should press space bar on the key-
board. Before starting the task, the participants were asked
if they are familiar with Bill Clintons face or not. All of the
participants mentioned that they know Bill Clinton, and they
are able to recognize his face.

During each condition 40 pictures were displayed where 7
of them were target images. We recorded the eye movement
data in the horizontal direction and the moment participants
pressed the space key. In our study, the eye movement data
is defined as pupil horizontal position in the eye image. The
conditions were counterbalanced to avoid any learning effect.
Also the position of the target images were counterbalanced
in each condition.

Design

The experiment was an 3 X 2 within-subjects design with 15
participants, and each participant completed all conditions
in one experimental session that lasted for approximately 10
minutes. In each condition, participants completed the task
with three different speeds (1400, 2000, 2600 pixel/s which
are respectively equal to 26.5, 37.5, and 49 degrees/s) and two
different image widths (480, 960 pixels equal to 9.1 and 18.2
degrees). To change the image width we kept the height of
the image fixed and just rescaled the image width. All com-
binations of speed and image width parameters generated 6
different conditions (see Table 1.)

Event detection algorithm

In order to recognize the moment and the location of the peak
in the eye movement signal when a user performs a visual
search task, we used machine learning algorithms in WEKA
software 3. A comparative analysis between different classi-
fiers in WEKA showed that Multilayer perceptron algorithm

3http://www.cs.waikato.ac.nz/ml/weka/
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Figure 4. a) a screen-shot of the system in small width conditions: 1, 3, and 5, b) a screen-shot of the system in big width conditions: 2, 4, and 6, c¢) a

participant wearing the home-made mobile eye tracker performing the task

is the most accurate and reliable classifier among other avail-
able classifiers in WEKA. We used the default setting for the
Multilayer perceptron algorithm in the WEKA with a single
hidden layer. The eye movement data is used as the only
feature in our classification. We used a sliding window to
detect the moment when something draws users’ visual at-
tention. Since the experiment included three different speeds
and two different widths of moving images, the best window
size needed to be found for each condition. In the following
sections, we briefly explain the data preparation and classifi-
cation steps.

Pre-processing data

Removing outliers: as mentioned in the participant section,
20 participants were recruited for the experiment. First of
all, the eye movement data of each participant is reviewed to
investigate whether the eye tracker detected the pupil of the
user appropriately or not. If pupil of the participant is not de-
tected more than 25% of times, we removed the data of the
participant from the experiment. After analyzing data from
20 participants, 5 participants were removed from the exper-
iment. For the remaining participants, the missing values of
pupil coordination are calculated based on the linear regres-
sion method.

Data cleaning & normalization: Before starting the experi-
ment and after performing the task, participants were asked to
look at the center of two red circles on the left and right sides
of the screen. Each circle was displayed for 3 seconds. These
two targets were later used for determining the lower and up-
per bounds of the eye movement signal. In order to prepare
the data for aggregated data sets for each condition, the lower
and upper values were used to normalize the eye movement
data for all participants using the min-max method. The pro-
cess of removing noise and outliers from the eye signal was
easier after data normalization. We also used these two target
points and the corresponding pupil positions while looking at
each target, for roughly estimating the gaze area in the screen
and locating the image of interest in small size image condi-
tions.

Data aggregation: To calculate the performance of the clas-
sifier for each condition, we aggregated the normalized data
from all participants in 6 data sets.
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Sliding window & classification

To detect the event when an image draws user’s attention, we
used a sliding window with 50% overlap between two neigh-
bor windows. To find the best window size for each condition,
we used 4 different window sizes (10, 16, 20, 30). These win-
dow sizes have been chosen to cover the minimum and maxi-
mum duration that takes for an image to appear on the screen
and disappear from the screen. This time period depends on
the speed of the moving images (ranged from 1400 to 2600
pixels/s), the image widths (ranged from 480 to 960 pixels),
the screen width (1600 pixels), and the sampling rate (20
Hz). The time needed for appearing an image on the screen
and disappearing from the screen can be calculated using this
equation: time = (screenwidth + imagewidth)/speed. Using
the above values for screen width, image width, and speed
the maximum time duration can be calculated as time,,,, =
(1600 + 960)/1400 = 1.8seconds, and the minimum time is
equal to time,,;, = (1600 + 480)/2600 = 0.8seconds. Since
the sampling rate is 20 Hz, the minimum window size is equal
to 0.8 X 20 = 16 and the maximum window size is equal to
1.8 x 20 = 36.

The performance of the classification is calculated for each
condition using the aggregated data sets. The data sets are
labeled based on the moment of pressing space key by partic-
ipants as the center of each window with "Event” label. The
accuracy and precision of the classification is measured us-
ing 10 folds cross-validation method. Figure 5-a illustrates
the performance of classification for each condition with 4
different window sizes. We tried to find the highest classifi-
cation performance where precision of classification is high
for both classes: 1) ”Event” and 2) ”No event”. We finally
selected window size 30 for the first, second, and fourth con-
ditions, window size 20 for the third and sixth conditions, and
window size 16 for the fifth condition.

Results

To analyze the effect of speed and maximum number of visi-
ble images in the view-port on the classifier, the performance
of classification is calculated for each participant in different
conditions using 10 folds cross-validation method. Figure
6 (a) shows the mean and standard deviation of the perfor-
mance of the classifier in each condition. A repeated measure
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Figure 5. a) Accuracy and precision of the classification for each condition with 4 different window sizes, b) Error rate (percentage of missing targets)

ANOVA is used to investigate the differences in performance
of the classifier. Post-hoc paired samples analysis with a Bon-
ferroni correction is used for pairwise comparisons (a = .05).

In order to measure the robustness of the classifier against un-
seen data, the performance of the classifier is also evaluated
for the condition 4 taking a leave-one-out approach where the
data of each participant was removed from the training data
and used as test data. The leave-one-out evaluation for condi-
tion 4 reported an average accuracy of 87.2% (o = 11.5) for
the classification. The results of leave-one-out evaluations is
illustrated in a box plot diagram (Figure 7).

The error rate (total missing target images by participants di-
vided by total number of targets) is represented in Figure 5-b.

Effect of image width

The result of statistical analysis showed that the classification
performance significantly varied with the image width: F(1,
14)=34.9, p < .0001. The post-hoc pairwise comparisons re-
vealed that the accuracy of the classifier is significantly higher
when the image width is bigger. Figure 6 (c) illustrates chang-
ing the average accuracy of the classification when the image
width changes.

Effect of speed

The statistical analysis indicated no significant effect of speed
on the classification performance (see Figure 6 (b)). However,
the medium speed shows a higher performance specially for
small images. Moreover, participants missed more target im-
ages in the high speed conditions. Moreover, some of the par-
ticipants mentioned after the experiment that it was difficult
for them to complete them the task in high speed conditions
specially in condition 5 where the speed was maximum and
the image width was minimum.

Discussion

The results of the experiment indicates that our EyeGrip tech-
nique is more accurate for the lower number of visible images
in the view-port where the image width is 960 pixels (equal
to 60% of the screen width) moving with the medium speed
(2000 pixel/s). As it is visible in Figure 3, increasing number
of visible images in the view-port makes the sawtooth shapes
in the OKN signal more homogeneous which decreases the
accuracy of the classifier. Increasing the speed of moving im-
ages has a similar effect on the OKN signal (Figure 3). When
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images move faster on the screen, even the smooth pursuit
component of the OKN eye movements have a sacadic char-
acteristics. This makes harder for the classifier to detect slow
phase of the OKN. Apart from the classification challenges,
the high number of missing images in the fast conditions (see
Figure 5-b) shows that following and processing fast-moving
objects is harder for humans particularly when they need to
see more complex images. On the other hand, there is also
a lower limitation for the speed. Very low speeds let users
follow all images one by one which means the shape of the
smooth pursuit component of the OKN becomes more homo-
geneous and harder to detect for the classifier.

DESIGN GUIDELINES

We believe that the EyeGrip method is applicable to different
application areas. To increase the usability of the EyeGrip
technique and minimize the limitations of using the EyeGrip
method, we propose the following guidelines for user inter-
face designers.

Uni-directional moving objects

In the EyeGrip method, there is no limitation for the number
of detectable objects. The important assumption is that ob-
jects need to move next to each other in the same direction at
a certain speed. The objects might be placed dynamically in
the queue but the system needs to know the position of each
object within the sequence. In some applications, we may
not be interested in detecting which content has grabbed the
user’s attention, and we only want to know which part of the
sequence was visible in the display at the time the system has
detected a long slow phase. In this case, the system can bring
that part of the sequence back to the display even though there
might be multiple contents visible in that moment.

Balance between moving speed & nhumber of images

As we mentioned in the discussion section before, there are
upper and lower limits for the speed of moving objects. If
the objects move at lower speed the accuracy of the event
detection classifier decreases. Also higher speeds increases
the human error rate and risk of missing objects by user. Since
the effect of increasing number of image in the view-port is
similar to the increasing the speed, to maximize the accuracy
of EyeGrip we need to find a balance between speed of the
objects and the number of images in the view-port. Actually
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width on the accuracy of the classifier is significant.

the EyeGrip technique works when there is a temporal tension
in the visual search task. We need to be sure that we generate
enough temporal tension by adjusting an appropriate speed
and number of images in the view-port. At the same time,
the speed should not exceed the upper limit to let users easily
follow images on the screen.

Complexity of the visual search task

One of the limitations of using EyeGrip in user interface de-
sign is the fact that when a lot of images draw users’ visual
attention, the number of false positives increases. In other
words, if users spend equal visual attention on each image
in the line, the classifier cannot differentiate between target
images and other objects. This limitation might be important
for some applications where there is a need for high accu-
rate recognition such as a visual inspection task. In such oc-
casions, we can implement a two-stage algorithm where the
system filters out some irrelevant objects at the first stage,
and in the next step the user reviews the remaining objects to
control the false positive detections.

POTENTIAL APPLICATIONS

Most of the existing gaze-based interfaces use gaze location
as input. Which means for a graceful interaction, they need
a very accurate gaze tracker with a cumbersome calibration
procedure. In contrast, EyeGrip uses just one dimension eye
movement which is much easier to achieve specially in mo-
bile and wearable settings. This opens up a wide range of
application areas that can use EyeGrip. In the following sec-
tions, we explain some of the applications that can use the
EyeGrip technique for interaction.

Mind reading game

The EyeGrip technique helps the system know what attracts
users’ attention. This can be used in a mind reading game
where the user is asked to select a person among some faces
displayed on the screen. Then the user is asked to count the
number of repetitions in displaying the face of that particular
person among other faces while all images move horizontally
in one direction with a fixed speed. The main purpose of ask-
ing users to count the number of repetitions is to draw their
visual attention to a particular object. At the end the system
predicts the identity of the selected person. Since EyeGrip
does not need calibration and an accurate gaze tracker, the
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mind reading game can be installed on public displays to en-
tertain passers-by in public places such as train stations, air-
ports, or waiting halls.

Picture explorer on head-mounted display

One of the main challenges of interaction with eyewear com-
puters such as Google Glass is providing input to the device.
There are many situations where the hands of the user are
busy with real-world task and providing a hands-free input
channel can be a big advantage. The EyeGrip technique helps
users with a fast and hands-free method for browsing graphi-
cal contents in eyewear computers. If we assume that in mo-
bile scenarios, interaction with an eyewear computer should
not take so much time [2], the EyeGrip method seems to be a
promising technique for fast scanning visual contents on the
HMD. For instance, users of the social network applications
such as Facebook will be able to scan many graphical con-
tents in a short time without any explicit input to the eyewear
computer. In this case, to start scrolling the user can perform
a head gesture to the left or right side or use voice commands.
The graphical or textual content will start scrolling in one di-
rection at a fixed speed. As soon as something draws the
user’s visual attention, the system stops scrolling and lets the
user to look at that particular image or Facebook post. The
user can continue scanning other contents by performing head
gestures or voice commands. The beauty of using EyeGrip
technique for implicitly finding users’ interests is the fact that
it does not need to work 100% accurate since users will al-
ways have an explicit way such as voice commands, hitting
the touch-pad in Google Glass, or performing head gestures
to stop scrolling. In this application, if the EyeGrip method
detects object of interest in 80% of cases, it means EyeGrip
has reduced the need for providing an explicit command in
80% of the times which can be a big success.

Public displays

Public displays have long been used for advertisement pur-
poses. However, they have always been in a one-direction
communication with passers-by. The EyeGrip method can
help the public displays get feedback from users. One ex-
ample could be to show a series of mono-directional moving
images of different products on a public display where the
scrolling stops whenever an image attracts attention of a user
who is standing in front of the display and his/her eye is be-
ing tracked by a stationary eye tracker. EyeGrip method can



Eye Tracking Applications

(%) 100 T
90

80
70 l
60 J
50
40
30
20

10
0

Accuracy Precision(NoEvent) Precision(Event)

Figure 7. The performance of the classifier for condition 4 taking a leave-
one-out approach.

for example be implemented using the Pupil-canthi-ratio ap-
proach [30] which is an interesting calibration-free approach
for interaction with public displays. Because the relative
movement between the user and the display may change the
range of the horizontal movements of the eye, such a sys-
tem requires the users to only move their eyes and to keep
their head direction towards the center of the display. This
challenge can be solved by placing a stationary infrared light
source and using pupil-corneal reflection method. It is also
possible that within a few seconds of recording the eye move-
ment data while the user is looking at the moving (scrolling)
contents on the display, the system figures out the lower and
upper range of the eye movement signal. This can be an im-
plicit way of calibrating the gaze direction and makes it possi-
ble to detect the images attracted users’ visual attention after
the scrolling has stopped.

Text reading assistant for small displays

Reading large amount of texts on small displays such as mo-
bile devices, smart glasses, or smart watches is still challeng-
ing. One of the common approaches to facilitate reading in
small displays is to enlarge the text and move it based on
reader’s eye movement [22]. The EyeGrip technique can be
applied to such applications in order to give feedback to the
system about the words which are harder to read or under-
stand for the reader. When a user follows a word for a longer
time the system can slow down the speed of moving text on
the screen and provide some help, e.g. synonyms, to the user
to better understand the challenging part of the text.

Assistant for visual inspection in production lines

Visual inspection is still part of quality control process in
many production lines. In many cases, one or more workers
control the appearance properties of the products while prod-
uct move on a conveyor belt with a fixed speed. In a visual
inspection task, quality controllers detect the potentially un-
qualified products and manually separate them from the oth-
ers. If we use a gaze tracker to capture the eye movements of
the quality controllers, the EyGrip technique can automatize
the detection of unqualified products. If the system detects
the target objects, a robot or other machines can separate them
automatically. EyeGrip can potentially increases the speed of
inspection by removing the manual part of the task.
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Figure 8. A screen-shot of the picture selection system (study1).

USABILITY STUDIES

To evaluate the usability of the EyeGrip method from users’
point of view, we conducted two user studies: 1) a picture
selection system and 2) a mind reading game. The picture
selection system utilizes EyeGrip in a live interaction sce-
nario, while the mind reading game uses EyeGrip as a context
recognition method to detect what draws users’ visual atten-
tion. In the following sections, we report the results of the
usability evaluation in each study.

Study1: A picture selection system

We designed a desktop application to select a predefined set
of images among scrolling pictures on the screen. A screen-
shot of the system user interface is illustrated in Figure 8.
The system starts scrolling by pressing the space bar on the
keyboard. To use the picture selection system in a mobile
scenario, the start mechanism can change to head gestures,
voice commands, etc.

Participants

8 participants (mean age = 25, ranged from 20 to 37 years old,
and 1 female) were recruited among local university students
to try the system. All of the participants had perfect visual
acuity.

Procedure

The session started with a short introduction to the purpose of
the experiment and the instruction of using the system. After
preparing participants for the experiment, they were asked to
wear the eye tracker apparatus and perform the task. To max-
imize the accuracy of the EyeGrip, we adjusted the scrolling
speed equal to 2000 pixel/s and the number of visible im-
ages in the view-port (image width = 960 pixels) based on the
results of our experiment. The task was similar to our experi-
ment. The participants were asked to look at a series of mov-
ing images in the upper rectangle (see Figure 8) and count the
number of Bill Clinton’s pictures. Whenever the participant
pays extra attention to an image, the image is selected and
moved to the thumbnail panel at the bottom of the page. To
give users a visual feedback about the selection mechanism,
the moving procedure is animated in the user interface.
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Evaluation results

To calculate the accuracy of the system, we recorded the num-
ber of correct selections, missed pictures, and wrong selec-
tions. The average accuracy, precision, and recall of the clas-
sification for all 8 participant is illustrated in Figure 10. After
performing the task, the participants were asked to complete
a usability questionnaire designed based on NASA-TLX [10]
to reflect their experience. The result of the questionnaire is
illustrated in Figure 9. The participants’ general impression
was also asked in an open question. They found the Eye-
Grip interaction technique different and fun. However, some
of the participants found the EyeGrip method a bit confus-
ing since they do not exactly know how the system selects
images. Moreover, animating the image selection procedure
was distracting for some users.

As it is illustrated in Figure 10, the performance of EyeGrip
in the picture selection task ( mean = 81%, o = 5) is rela-
tively close to the performance of EyeGrip in our controlled
experiment (87% in Condition 4). This shows the robustness
of the classifier to detect the object of interest even for the
unseen data which means EyeGrip can be trained only once.

The result of the NASA-TLX questionnaire, indicates that us-
ing EyeGrip for picture selection puts time pressure on the
users. This might be the reason why they felt a relatively high
amount of frustration while performing the task and the accu-
racy of EyeGrip was slightly lower than what we observed
in the experiment. Nevertheless, the task has not been phys-
ically and mentally demanding for users because the picture
selection happens automatically based on their natural OKN
eye movements without providing any explicit input.

Study2: A mind reading game

We also developed a mind reading game based on the soft-
ware and hardware platform that we used as apparatus in the
experiment. We adjusted the speed and the maximum visible
number of images in the view-port similar to the condition 4
in the experiment and the picture selection application in the
first usability study.

Participants
10 participants (mean age = 29, ranged from 21 to 44 years
old, no female) among local university students and staff par-
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Figure 10. Performance of the EyeGrip classifier in picture selection
application (study 1).

ticipated in the study. All of the participants had perfect vi-
sual acuity or wearing contact lens.

Procedure

We asked the participants to select a person among 4 faces
printed on an A4 paper without telling us who has been cho-
sen. Next we asked participants to wear the eye tracker hard-
ware and sit in front of the laptop screen. They were asked
to count the number of images of the selected person among
other moving images on the screen. After finishing the task,
the name of the selected person is displayed to the partici-
pants. All of the target images are repeated 4 times in the
queue among 50 images of other people.

Evaluation results

The mind reading game was 100% accurate, and users got ex-
ited when they saw the result. Some of the participants even
asked to repeat the game. Since the mind reading game has
the chance to guess the selected person in 4 different occa-
sions the probability of guessing the right person increases
significantly.

Top-down & bottom up attention mechanisms

The two above-mentioned applications for EyeGrip utilize a
top-down attention mechanisms in the brain. In both applica-
tions, the user knows what s/he is looking for; therefore, the
visual attention is directed based on the user’s longer-term
cognitive strategies which is more like a top-down mecha-
nism [7]. The EyeGrip technique can also be useful in appli-
cations where the user does not have any predefined plan for
the visual search such as the Facebook Newsfeed reader ex-
plained earlier in the paper. In such applications the user’s at-
tention can be directed based on raw sensory input such as an
attractive colour or fast movements (bottom-up mechanism).

DISCUSSION & CONCLUSIONS

In this paper, we introduced EyeGrip which is a novel interac-
tion technique to support users in a visual search task in desk-
top, mobile, and wearable settings. EyeGrip analyzes Optoki-
netic Nystagmus eye movements to detect the object or area
of interest among a sequence of uni-directional moving ob-
jects. This information enables users to potentially select an
object without providing any explicit input to the computer.
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Since OKN is a natural reaction of the eyes to the moving vi-
sual field, EyeGrip opens room for designing more intuitive
methods of eye-based interaction.

We also tried to characterise the EyeGrip technique by em-
pirically investigating the effect of scrolling speed and maxi-
mum number of visible images in the view-port (manipulated
by changing image width) on the accuracy of the system and
users’ performance. The results of our experiment indicated
a significant effect from number of image in the view-port on
the performance of the classification while the effect of speed
on the classification accuracy was not statistically significant.
However, increasing the speed of moving images indicated a
significant effect on the users’ performance. But there is also
a lower limit for the speed of moving objects. If the objects
move very slow the user has enough time to pay equal vi-
sual attention to all of the objects. This makes the sawtooth
shapes of the OKN signal more homogeneous which means it
will be difficult to detect a deviation in the OKN signal when
something draws user’s attention.

EyeGrip utilizes the limitation of humans visual perception
system in temporally intensive visual tasks where the user’s
visual perception mechanism needs to prioritize the time
spent on following visual cues. To use the EyeGrip technique
in user interface design we need to find an optimum speed and
number of images in view-port to create a temporal intention,
but we need to keep the speed low enough in order to mini-
mize users’ error. The temporal intention might seem to be a
limitation for EyeGrip, but considering the increasing pace of
producing visual contents in the Internet, we will need such
mechanisms in the future to support users in quickly scanning
a lot of visual contents.

In this paper, we used a home-made eye tracker, a very simple
eye movement feature and classification algorithm to demon-
strate the concept of EyeGrip. Using this setting we reached
the accuracy of 87% where the scrolling speed is equal to
2000 pixels/s and the maximum number of visible images in
the view-port is 3 (image width = 960 pixels). We believe by
using more advanced features and classification models the
accuracy of EyeGrip can be improved even more than what
we reached in this study.

The results of the usability studies and the leave-one-out eval-
uation indicated an acceptable level of classification perfor-
mance for the unseen data. The leave-one-out evaluation for
condition 4 reported an average accuracy of 87.2% (o = 11.5)
for the classification. Furthermore, in the picture selection
study, as a real-time interactive application, the average ac-
curacy was 81% (o = 5) and in the mind reading game the
EyeGrip technique was 100% accurate. This shows that the
EyeGrip technique can be used pretty accurate without any
additional training for new users.

In the future work, we will implement the EyeGrip method by
capturing the eye movement data from stationary eye trackers
and other sensing technologies such as EOG for wearable sys-
tems. In that case, the OKN signal will be generated based on
only eye movement data, and other peak detection algorithms
can be used for finding local peaks in the OKN signal.
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